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Homework 1

Problem 1. Consider the following linear system

(1.1) A ∗ u = f ,

or equivalently u = arg min 1
2 (A ∗ v, v)F − ( f , v)F , where ( f , v)F =

n∑
i, j=1

fi, jvi, j is the Frobenius inner product.

Here ∗ represents a convolution with one channel, stride one and zero padding one. The convolution kernel
A is given by

A =

 0 −1 0
−1 4 −1
0 −1 0

 ,
the solution u ∈ Rn×n, and the RHS f ∈ Rn×n is given by fi, j =

1
(n + 1)2 .

Tasks:
Set J = 4, n = 2J − 1 and the number of iterations M = 100. Use the gradient descent method and the
multigrid method to solve the above problem with a random initial guess u0. Let uGD and uMG denote the
solutions obtained by gradient descent and multigrid respectively.

1. Plot the surface of solution uGD and uMG.

2. Define error em
GD = ‖A ∗ um

GD − f ‖F =

√
n∑

i=1

n∑
j=1
|(A ∗ um

GD − f )i, j|
2 for m = 0, 1, 2, 3, ...,M. Similarly, we

define the multigrid error em
MG. Plot the errors em

GD and em
MG as a function of the iteration m (your x-axis

is m and your y-axis is the error). Put both plots together in the same figure.
3. Find the minimal m1 for which em1

GD < 10−5 and the minimal m2 for which em2
MG < 10−5, and report the

computational time for each method. Note that m1 or m2 may be greater than M = 100, in this case you
will have to run more iterations.
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Remark:

1. For gradient descent method with η = 1
8 , you need to write a code: Given initial guess u0

for m = 1, 2, ...,M
for i, j = 1 : n

um
i, j = um−1

i, j + η( fi, j − (A ∗ um−1)i, j)

endfor
endfor

2. For Multigrid: Given initial guess u0

for m = 1, 2, · · · till convergence

um = MG1(b; um−1; J, ν1, · · · , νJ).
endfor

Here, MG1 is described in Algorithm 1.

Algorithm 1 µ = MG1( f ; µ0; J, ν1, · · · , νJ)
Set up

f 1 = b, µ1 = µ0.

Smoothing and restriction from fine to coarse level (nested)
for ` = 1 : J do

for i = 1 : ν` do

µ` ← µ` + S ` ∗ ( f ` − A` ∗ µ
`).

end for
Form restricted residual and set initial guess:

µ`+1 ← Π `+1
` µ`, f `+1 ← R ∗2 ( f ` − A` ∗ µ

`) + A`+1 ∗ µ
`+1,

end for
Prolongation and restriction from coarse to fine level
for ` = J − 1 : 1 do

µ` ← µ` + R ∗>2 (µ`+1 − Π `+1
` µ`).

end for

µ← µ1.
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